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Abstract

This article focuses on investigating the existence of mild solutions and
the approximate controllability of a second-order non-autonomous stochas-
tic neutral integro-differential equation with infinite delay. Our findings are
derived using the properties of the resolvent operator associated with the
second-order abstract non-autonomous differential equation and fixed point
theorems. An example is provided to demonstrate the obtained result.

1 Introduction

Second-order differential equations find extensive applications in mathematical
and physical model problems, including the vibration of springs, electric circuits,
population growth, and damping. Numerous authors have investigated the exis-
tence, controllability, and stability of second-order differential equations [5, 6, 23,
31]. The notion of controllability stands as a cornerstone in mathematical control
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theory, serving pivotal roles in diverse control problems, such as time-optimal con-
trol problems [4], irreducibility of transition semigroups [7], and stabilization of
unstable systems through feedback control [6]. Controllability generally refers to
the ability to steer the dynamical control systems from initial to final states using
admissible controls. Two fundamental theories of controllability emerge: approx-
imate controllability and exact controllability. While most criteria in the literature
are formulated for finite-dimensional systems, many unresolved issues persist in
the case of infinite-dimensional systems concerning controllability. In the case of
infinite-dimensional systems, controllability can be distinguished into approximate
and exact controllability. Numerous authors have investigated the existence, con-
trollability, and approximate controllability of stochastic differential equations in
both first and second order [5, 7, 14, 20, 21, 23, 25–28, 30, 33].

In recent years, various authors [1–3, 8, 16, 17] have explored the existence of
abstract second-order initial value problems for non-autonomous systems. Grim-
mer et al. [9, 10] have examined analytic resolvent operators for integral equa-
tions in Banach spaces, specifically focusing on resolvent operators for such equa-
tions. Henrı́quez et al. [13] studied the existence of solutions for a second-order
abstract functional Cauchy problem with nonlocal conditions. Additionally, in
[15], Henrı́quez investigated the existence of solutions for non-autonomous ab-
stract Cauchy problems of second-order integro-differential equations using resol-
vent operators instead of cosine family operators. Henrı́quez also explored the ex-
istence of solutions for non-autonomous second-order functional differential equa-
tions with infinite delay by employing the Leray-Schauder alternative fixed point
theorem in [16].

In nature, randomness inevitably disrupts everything. Stochastic differential
equations have emerged as a more adept tool for describing real-world dynamics,
leading to their rapid development. Therefore, it is crucial to account for stochastic
factors. Scholars have become increasingly intrigued by the issue of approximate
controllability in stochastic differential equations. The study of approximate con-
trollability in second-order neutral stochastic nonautonomous integrodifferential
equations employing resolvent operators has not been studied yet. This is the mo-
tivation of our work.

In this paper, we study approximate controllability of the following neutral
integro-differential stochastic equation:
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d2

dt2
[
ϑ(t) + φ(t, ϑt)

]
= A(t)

[
ϑ(t) + φ(t, ϑt)

]
+

∫ t

0
ζ(t, s)

[
ϑ(s) + φ(s, ϑs)

]
ds+Bυ(t)

+ϱ
(
t, ϑ(t)

)
+ τ

(
t, ϑ(t)

)dw(t)
dt

, t ∈ J = [0, ℓ],

ϑ(t) = µ(t) ∈ L2(Ω, ℘), t ∈ J0 = (−∞, 0],
ϑ′(0) = α1 ∈ H,

(1.1)

where the state function ϑ(·) takes the values in a real separable Hilbert space
(H, ∥ · ∥). The operator A(t) : D(A(t)) ⊆ H → H is closed and its domain is
dense in H . The operator ζ(t, s) : D(ζ) ⊆ H → H are closed linear operators
and its domain is independent of (t, s). The function ϑt : (−∞, 0] → H defined
by ϑt(s) = ϑ(t + s), s ∈ (−∞, 0] belongs to the some abstract phase space
℘ described axiomatically. Also the linear operator B : U → H is bounded,
where U is a real separable Hilbert space, the control υ(·) ∈ L2(J, U), a Hilbert
space of admissible control functions. w(·) is a K-valued Wiener process with
a covariance operator Q defined on a complete probability space (Ω,Υ,P) with a
normal filtration {Υt}t≥0 andK is another real separable Hilbert space. Moreover,
L(K,H) denotes the set of all bounded linear operators. The functions φ : J ×
℘ → H , ϱ : J × H → H, τ : J × H → LQ(K,H) satisfy some conditions. µ
and α1 are H-valued random variables.

This paper is divided into four sections. The first two sections contain the
introduction, notations, some required definitions, assumptions, and lemmas. The
third section is concerned with the existence of a mild solution and the system’s
controllability. In the end, an example is provided as an application.

2 Preliminaries and assumptions

Let (Ω,Υ,P) be a complete probability space. Υt, t ∈ J is a normal filtration
and Υ0 contains all P-null sets. w denotes Q-Wiener process on (Ω,Υ,P) with a
bounded nuclear covariance operator Q, where Qen = λnen, n = 1, 2, . . . , and
Tr(Q) =

∑∞
n=1 λn, where λn denotes the bounded sequence of non-negative real

numbers and {en}∞n=1 is a complete orthonormal basis in K. We define w(t) =∑∞
n=1

√
λnwn(t)en, where wn(t), n = 1, 2, . . . are mutually independent one-

dimensional standard Brownian motions over probability space (Ω,Υ,P). For each
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ψ ∈ L(K,H), we define

∥∥ψ∥∥2
Q
= Tr(ψQψ∗) =

∞∑
n=1

∥∥∥√λnψen

∥∥∥2 .
If the value of ∥ψ∥2 is finite, then ψ is said to be a Q-Hilbert Schmidt operator.
Let the space of all Q-Hilbert-Schmidt operators ψ : K → H be denoted as
LQ(K,H). The completion LQ(K,H) of L(K,H) equipped with the norm ∥·∥Q,
where ∥ψ∥2Q =< ψ,ψ > forms a Hilbert space.

The spaceD(A), equipped with the graph norm induced by the operatorA(t) is
a Banach space. We will assume that all of these norms are equivalent. A straight-
forward condition for ensuring this property is the existence of a λ ∈ ρ(A(t)), the
resolvent set of A(t), such that (λI − A(t))−1 : H → D(A) is a bounded linear
operator. Hereafter, we denote by [D(A)], the vector space D(A) equipped with
any of these equivalent norms. We define the norm as follows:

∥ϑ∥[D(A)] = ∥ϑ∥+ ∥A(t)ϑ∥, ϑ ∈ D(A).

Recently, there has been growing interest in examining the abstract second-order
nonautonomous initial value problem:

ϑ′′(t) = A(t)ϑ(t) + f(t), 0 ≤ s, t ≤ ℓ,

ϑ(s) = ϑ0, ϑ′(s) = ϑ1,
(2.1)

where A(t) : D(A) ⊆ H → H, t ∈ [0, ℓ], is a densely defined closed linear
operator and f : [0, ℓ] → H is an appropriate function. For a detailed discussion
on this type of problem, we refer readers to [3, 12, 18, 19, 29, 30].

In most of the works, the authors discussed that the existence of solutions to
system (2.1) is related to the existence of an evolution operator S(t, s) for the
homogeneous system:

ϑ′′(t) = A(t)ϑ(t), 0 ≤ t ≤ ℓ.

Let us assume that t→ A(t)ϑ is continuous for every ϑ ∈ D(A). We also assume
that A(·) generates the family {S(t, s)}0≤s≤t≤ℓ as discussed by Kozak [19, Def-
inition 2.1], (see also to Henriquez [16, Definition 1.1]). Here, we only consider
that S(·, ·)ϑ is continuously differentiable for every ϑ ∈ H with its derivative uni-
formly bounded on bounded intervals. This particularly implies that there exists a
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constant M1 > 0 such that

∥S(t+ h, s)− S(t, s)∥ ≤M1|h|, for all s, t, t+ h ∈ [0, ℓ].

We introduce another operator C(t, s) = −∂S(t,s)
∂s . Let f : [0, ℓ] → H be an

integrable function.
For each fixed 0 ≤ s ≤ ℓ, we define the mild solution ϑ of system (2.1) by

ϑ(t) = C(t, s)ϑ0 + S(t, s)ϑ1 +

∫ t

s
S(t, τ)f(τ)dτ, s ≤ t ≤ ℓ.

Next, we consider the second order integro-differential equation:

ϑ′′(t) = A(t)ϑ(t) +

∫ t

s
ζ(t, τ)ϑ(τ)dτ, s ≤ t ≤ ℓ,

ϑ(s) = 0, ϑ′(s) = x ∈ H, 0 ≤ s ≤ ℓ.

(2.2)

This particular problem was addressed in [18]. We denote ∆ = {(t, s) : 0 ≤ s ≤
t ≤ ℓ}. Below, we outline certain conditions that the operator ζ(·) satisfies, as
presented in [18].

(B1) For every 0 ≤ s ≤ t ≤ ℓ the operator ζ(t, s) : [D(A)] → H is a bounded
linear operator. Furthermore, for each ϑ ∈ D(A), the map ζ(·, ·)ϑ is contin-
uous, and it satisfies the inequality

∥ζ(t, s)ϑ∥ ≤ b ∥ϑ∥[D(A)] ,

where b > 0 is a constant independent of s and t in ∆.

(B2) There exists a positive constant Lζ such that for every ϑ ∈ D(A) and 0 ≤
s ≤ t1 ≤ t2 ≤ ℓ, the following inequality holds:∥∥ζ(t2, s)ϑ− ζ(t1, s)ϑ

∥∥ ≤ Lζ |t2 − t1|
∥∥ϑ∥∥

[D(A)]
.

(B3) There exists a positive constant b1 such that for each ϑ ∈ D(A) and 0 ≤
t1 ≤ t ≤ ℓ, the inequality∥∥∥∥∫ t

t1

S(t, s)ζ(s, t1)ϑds

∥∥∥∥ ≤ b1∥ϑ∥,
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holds.

Under these conditions, it has been demonstrated that there exists a family (ℜ(t, s))t≥s

associated with the problem described by equation (2.2).

Definition 2.1. A two-parameter family ℜ(t, s)t ≥ s onH is defined as a resolvent
operator for the system (2.2) if it satisfies the following conditions:

(i) The mapping ℜ : ∆ → L(H) is strongly continuous, ℜ(t, ·)ϑ is continuously
differentiable for all ϑ ∈ H , and it meets the conditions:

ℜ(s, s) = 0,
∂

∂t
ℜ(t, s)

∣∣∣
t=s

= I, and
∂

∂s
ℜ(t, s)

∣∣∣
s=t

= −I.

(ii) Given ϑ ∈ D(A), the mapping ℜ(·, s)ϑ is a solution for the system (2.2),
expressed as:

∂2

∂t2
ℜ(t, s)ϑ = A(t)ℜ(t, s)ϑ+

∫ t

s
ζ(t, τ)ℜ(τ, s)ϑdτ,

for all 0 ≤ s ≤ t ≤ ℓ.

From condition (i), it follows that there exist positive constants M1 and M2,
such that

∥ℜ(t, s)∥ ≤M1,

∥∥∥∥ ∂∂sℜ(t, s)
∥∥∥∥ ≤M2, (t, s) ∈ ∆.

Furthermore, the linear operator

F(t, σ)ϑ =

∫ t

σ
ζ(t, s)ℜ(s, σ)ϑds, ϑ ∈ D(A), 0 ≤ σ ≤ t ≤ ℓ,

can be extended to H. The expression F : ∆ → L(H) is strongly continuous and
satisfies

ℜ(t, σ)ϑ = S(t, σ) +

∫ t

σ
S(t, s)F(s, σ)ϑds, for all ϑ ∈ H. (2.3)

As a result of this property, ℜ(·) is uniformly Lipschitz continuous, meaning there
exists a constant Lℜ > 0 such that

∥ℜ(t+ h, s)−ℜ(t, s)∥ ≤ Lℜ|h|, for all t, t+ h, s ∈ [0, ℓ]. (2.4)
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Consider g : [0, ℓ] → H as an integrable function. The non-homogeneous problem

ϑ′′(t) = A(t)ϑ(t) +

∫ t

0
ζ(t, τ)ϑ(τ)dτ + g(t), 0 ≤ t ≤ ℓ,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1,

(2.5)

was discussed in [18]. Now, we introduce the mild solution for the system (2.5).

Definition 2.2. Suppose ϑ0, ϑ1 ∈ H . Let ϑ : [0, ℓ] → H be defined by

ϑ(t) = −∂ℜ(t, s)ϑ
0

∂s

∣∣∣
s=0

+ ℜ(t, 0)ϑ1 +
∫ t

0
ℜ(t, s)g(s)ds.

This function ϑ(t) is termed as the mild solution for the system (2.5).

It’s evident that the function ϑ(·) in Definition 2.2 is continuous.
To investigate a retarded functional differential equation with infinite delay, it’s

essential to define the system with states within a suitably defined phase space ℘.
Here, we adopt an axiomatic definition of the phase space as introduced by Hale
and Kato [11]. The phase space ℘ is a vector space of functions from (−∞, 0] into
H , equipped with the seminorm ∥ · ∥℘, which satisfies the following conditions:

(A1) If ϑ : (−∞, ℓ) → H for ℓ > 0 is continuous on [0, ℓ) and ϑ0 ∈ ℘, then for
every t ∈ [0, ℓ), the subsequent conditions are satisfied:
(i) ϑt belongs to ℘.
(ii) ∥ϑ(t)∥2 ≤ K1∥ϑt∥2℘.
(iii) ∥ϑt∥2℘ ≤ K2(t) sup

{
∥ϑ(s)∥2 : 0 ≤ s ≤ t

}
+K3(t)∥ϑ0∥2℘,

where K1 > 0 is a constant; K2 and K3 are functions defined on [0,∞),
with K2(·) being continuous and K3(·) being locally bounded.

(A2) For ϑ(·) as described in (A1), ϑt represents ℘-valued functions in [0, ℓ).

(A3) The space ℘ is complete.

The stochastic process ϑt : Ω → ℘ for t ≥ 0, is defined as ϑt = {ϑ(t+s)(w) : s ∈
(−∞, 0]}. The collection of all H- valued, square integrable, random variables,
denoted by L2(Ω, H) forms a Banach space equipped with the norm

∥∥ϑ(·)∥∥
L2

=
(
E
∥∥(·, w)∥∥2

H

) 1
2
,
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where E is the expectation defined as

E(h) =
∫
Ω
h(w)dP.

The set of all continuous maps from J0 into L2(Ω, H) i.e. C(J0, L2(Ω, H)) is
Banach space with

sup
t∈J0

E
∥∥ϑ(t)∥∥2 <∞.

Consider Z as the set all continuous processes ϑ that belongs to the spaceC(J0, L2

(Ω, ℘)) with ϕ ∈ ℘. The space Z is closed and form a Banach space with the norm
defined as

∥ϑ∥Z =

(
sup
t∈J

E
∥∥ϑt∥∥2℘) 1

2

,

where ∥ϑt∥2℘ ≤ ÑE∥ϕ∥2℘+K̃ sup
{
E∥ϑ(s)∥2 : 0 ≤ s ≤ ℓ

}
, Ñ = sup

t∈J
N(t), K̃ =

sup
t∈J

K(t).

Lemma 2.1. [22] For any ϑℓ ∈ L2(Ω, H), there exists a function ϖ ∈ L2
Υ(J, L

0
2)

such that

ϑℓ = Eϑℓ +
∫ ℓ

0
ϖ(s)dw(s).

To define the mild solution of the neutral system (1.1), we take α2 ∈ H such

that
d

dt
φ(t, ϑt)

∣∣
t=0

= α2. Consequently, we define the mild solution of (1.1) as
follows:

Definition 2.3. [24] A stochastic process ϑ is said to be a mild solution of (1.1) if
it satisfies the following conditions:

(i) ϑ(t) is measurable and Υt-adapted.

(ii) ϑ is continuous on [0, ℓ], with ϑ0 = µ ∈ L2(Ω, ℘), and
d

dt
[ϑ(t)+φ(t, ϑt)]

∣∣
t=0

=

α1 + α2.
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(iii) ϑ satisfies the equation

ϑ(t) = −∂ℜ(t, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(t, 0)[α1 + α2]− φ(t, ϑt)

+

∫ t

0
ℜ(t, s)

[
ϱ
(
s, ϑ(s)

)
+Bυ(s)

]
ds+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s)

for t ∈ J .

Let ϑ(ℓ;ϑ0, υ) be the state value of (1.1) at the terminal time t = ℓ, corre-
sponding to the control υ, with ϑ(t) = µ(t) for t ∈ ℘. We define

R(ℓ, ϑ0) =
{
ϑ(ℓ;ϑ0, υ) : υ ∈ L2(I, U)

}
,

which is referred to as the reachable set of (1.1) at t = ℓ. The closure of this set is
denoted by R(ℓ, ϑ0).

Definition 2.4. System (1.1) is considered to be approximately controllable on J
if the reachable set R(ℓ, ϑ0) is dense in H , that is R(ℓ, ϑ0) = H .

Consider the linear system described by:

d2

dt2
[
ϑ(t) + φ(t, ϑt)

]
= A(t)ϑ(t) +

∫ t

0
ζ(t, s)

[
ϑ(s)

+φ(s, ϑs)
]
ds+Bυ(t), t ∈ [0, ℓ],

ϑ(0) = µ(0), ϑ′(0) = α1, (2.6)

It is convenient at this point to introduce the following controllability and resolvent
operators associated with the system (2.6):

Γℓ
0 =

∫ ℓ

0
ℜ(ℓ, s)BB∗ℜ∗(ℓ, s)ds : H → H,

V(ϵ,Γℓ
0) = (ϵI + Γℓ

0)
−1 : H → H,

whereB∗ and ℜ∗ denote the adjoints ofB and ℜ, respectively. It is straightforward
that the operator Γℓ

0 is a linear bounded operator.
We also impose the following resolvent condition:

(H0) εV(ε,Γℓ
0) = ε(εI + Γℓ

0)
−1 → 0 as ε→ 0+ in the strong operator topology.

According to [32], Hypothesis (H0) is satisfied if and only if the linear system (2.6)
is approximately controllable on [0, ℓ].
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3 Controllability result

To formulate the controllability problem in a way that makes the fixed point theo-
rem easily applicable, we assume that the corresponding linear system (2.6) is ap-
proximately controllable. We will demonstrate that system (1.1) is approximately
controllable, provided we can show that for all ϵ > 0, there exists a continuous
function ϑ ∈ C([0, ℓ], H) such that

υϵ(t, ϑ) = B∗ℜ∗(ℓ, t)V(ϵ,Γℓ
0)p(ϑ), (3.1)

where

p(ϑ) = Eϑℓ +
∫ ℓ
0 ϖ(s)dw(s) +

∂ℜ(ℓ,s)
[
µ(0)+φ(0,µ)

]
∂s

∣∣∣
s=0

−ℜ(ℓ, 0)
[
α1 + α2

]
+φ(ℓ, ϑℓ)−

∫ ℓ
0 ℜ(ℓ, s)ϱ

(
s, ϑ(s)

)
ds−

∫ ℓ
0 ℜ(ℓ, s)τ

(
s, ϑ(s)

)
dw(s), (3.2)

and

ϑ(t) = −∂ℜ(t, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(t, 0)[α1 + α2]− φ(t, ϑt)

+

∫ t

0
ℜ(t, s)ϱ

(
s, ϑ(s)

)
, ds+

∫ t

0
ℜ(t, s)Bυϵ(s, ϑ), ds

+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s). (3.3)

To establish the result, we require the following hypotheses:

(H1) The resolvent operator ℜ(t, s), for (t, s) ∈ ∆, is compact.

(H2) The operator B is bounded, i.e., ∥B∥ ≤ MB , where MB is a positive con-
stant.

(H3) The function φ : [0, ℓ]× ℘→ H satisfies the following conditions:

(i) For each ϑ ∈ ℘, the function φ(·, ϑ) : [0, ℓ] → H is strongly measur-
able.

(ii) For every t ∈ [0, ℓ], φ(t, ·) : ℘→ H is continuous.

(iii) The function φ : [0, ℓ]×℘→ H satisfies the Lipschitz conditions, i.e.,
there exists a constant 0 < Lφ < 1 such that

∥φ(t1, ϑ1)− φ(t2, ϑ2)∥2 ≤ Lφ

[
|t1 − t2|+ ∥ϑ1 − ϑ2∥2℘

]
,
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for any 0 ≤ t1, t2 ≤ ℓ and ϑ1, ϑ2 ∈ ℘. Moreover, there exists a
function f(·) ∈ L2(R) such that the inequality

sup
∥ϑ∥2≤r

∥φ(t, ϑ)∥ ≤ f(r)

holds for every ϑ ∈ ℘.

(H4) The function ϱ : [0, ℓ]×H → H satisfies the following conditions:

(i) For each ϑ ∈ H , the function ϱ(·, ϑ) : [0, ℓ] → H is strongly measur-
able.

(ii) For every t ∈ [0, ℓ], ϱ(t, ·) : H → H is continuous.

(iii) There exists a function g(·) ∈ L2(R) such that the inequality

sup
∥ϑ∥2≤r

∥ϱ(t, ϑ)∥ ≤ g(r)

holds for every ϑ ∈ H .

(H5) The function τ : [0, ℓ]×H → L0
2 satisfy the following conditions:

(i) For each ϑ ∈ H , the function τ(·, ϑ) is measurable.

(ii) For every t ∈ [0, ℓ], τ(t, ·) : H → L0
2 is continuous.

(iii) There exists function h(·) ∈ L2(R) such that the inequality

sup
∥ϑ∥2≤r

∥τ(t, ϑ)∥ ≤ h(r)

holds for every ϑ ∈ H .

For ϵ > 0, we consider the operator Φϵ : Z → Z defined as follows:

(Φϵϑ)(t) =



−∂ℜ(t, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(t, 0)[α1 + α2]− φ(t, ϑt)

+

∫ t

0
ℜ(t, s)ϱ

(
s, ϑ(s)

)
ds+

∫ t

0
ℜ(t, s)Bυϵ(s, ϑ)ds

+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s), t ∈ [0, ℓ],

µ(t), t ∈ (−∞, 0].

(3.4)

We will demonstrate that for all ϵ > 0, the operator Φϵ possesses a fixed point.
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Theorem 3.1. If the assumption (H0)- (H5) hold, then for each 0 < ϵ ≤ 1, the
operator Φϵ has a fixed point the following condition is satisfied:

lim
r→∞

(r −K1f(r)−K2g(r)−K3h(r)) → ∞, (3.5)

with

K1 = 1 +M4
BM

4
1

ℓ

ϵ
, K2 =M2

1 ℓK1, K3 =M2
1Tr(Q)ℓK1.

Proof. We define the setD(r) = {ϑ ∈ Z : E∥ϑ(t)∥2 ≤ r, t ∈ [0, ℓ]}. It is obvious
that D(r) is a bounded, closed and convex set in Z.

We first show that for any 0 < ϵ ≤ 1, there exists a positive constant r0 = r0(ϵ)

such that Φϵ(D(r0)) ⊆ D(r0). In fact, assume that for any r > 0, there exists a
ϑr ∈ D(r), denoted simply by ϑ, and a tr ∈ (0, ℓ] such that E∥(Φϵϑ)(tr)∥2 > r.
Then, using the conditions (3.1) and (3.2), we obtain

E∥υϵ(t, ϑ)∥2

= E∥B∗ℜ∗(ℓ, t)(ϵI + Γℓ
0)

−1p(ϑ)∥2

≤ M2
BM

2
1

1

ϵ
E∥p(ϑ)∥2

≤ M2
BM

2
1

1

ϵ

[
E∥ϑℓ∥2 + E

∥∥∥∥∫ ℓ

0
ϖ(s)dw(s)

∥∥∥∥2 +M2
2

[
E∥µ(0)∥2 + E∥φ(0, µ)∥2

]
+M2

1

[
E∥α1∥2 + E∥α2∥2

]
+ f(r) +M2

1 ℓg(r) +M2
1Tr(Q)ℓh(r)

]
.

Here, without loss of generality, we assume by condition (H0) that

∥V(ϵ,Γℓ
0)∥ ≤ 1

ϵ
, for all ϵ ∈ (0, 1].
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Then, we have

r < E
∥∥(Φϵϑ)(tr)

∥∥2
= E

∥∥∥∥− ∂ℜ(t, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(t, 0)[α1 + α2]− φ(t, ϑt)

+

∫ t

0
ℜ(t, s)ϱ

(
s, ϑ(s)

)
ds+

∫ t

0
ℜ(t, s)Bυϵ(s, ϑ)ds

+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
≤ E

∥∥∥∥∂ℜ(t, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

∥∥∥∥2 + E
∥∥ℜ(t, 0)[α1 + α2]

∥∥2 + E ∥φ(t, ϑt)∥2

+E
∥∥∥∥∫ t

0
ℜ(t, s)ϱ

(
s, ϑ(s)

)
ds

∥∥∥∥2 + E
∥∥∥∥∫ t

0
ℜ(t, s)Bυϵ(s, ϑ)ds

∥∥∥∥2
+E

∥∥∥∥∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
≤ M2

2

[
E∥µ(0)∥2 + E∥φ(0, µ)∥2

]
+M2

1

[
E∥α1∥2 + E∥α2∥2

]
+ f(r)

+M2
1 ℓg(r) +M2

BM
2
1 ℓ×M2

BM
2
1

1

ϵ

{
E∥ϑℓ∥2 + E

∥∥∥∥∫ ℓ

0
ϖ(s)dw(s)

∥∥∥∥2
+M2

2

[
E∥µ(0)∥2 + E∥φ(0, µ)∥2

]
+M2

1

[
E∥α1∥2 + E∥α2∥2

]
+ f(r)

+M2
1 ℓg(r) +M2

1Tr(Q)ℓh(r)

}
+M2

1Tr(Q)ℓh(r)

=

(
1 +M4

BM
4
1

ℓ

ϵ

)
M2

2

[
E∥µ(0)∥2 + E∥φ(0, µ)∥2

]
+

(
1 +M4

BM
4
1

ℓ

ϵ

)
M2

1

[
E∥α1∥2 + E∥α2∥2

]
+M4

BM
4
1

ℓ

ϵ

[
E∥ϑℓ∥2 + E

∥∥∥∥∫ ℓ

0
ϖ(s)dw(s)

∥∥∥∥2
]

+

(
1 +M4

BM
4
1

ℓ

ϵ

)
f(r) +M2

1 ℓ

(
1 +M4

BM
4
1

ℓ

ϵ

)
g(r)

+M2
1Tr(Q)ℓ

(
1 +M4

BM
4
1

ℓ

ϵ

)
h(r), (3.6)
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or

r −K1f(r)−K2g(r)−K3h(r) ≤
(
1 +M4

BM
4
1

ℓ

ϵ

)
M2

2

[
E∥µ(0)∥2 + E∥φ(0, µ)∥2

]
+

(
1 +M4

BM
4
1

ℓ

ϵ

)
M2

1

[
E∥α1∥2 + E∥α2∥2

]
+M4

BM
4
1

ℓ

ϵ

[
E∥ϑℓ∥2 + E

∥∥∥∥∫ ℓ

0
ϖ(s)dw(s)

∥∥∥∥2
]

< ∞,

which contradicts (3.5). Therefore, there exists a positive integer r0 such that
Φϵ(D(r0)) ⊆ D(r0).

Next, we will demonstrate that Φϵ has a fixed point on D(r0). To achieve this,
we decompose Φϵ to Φϵ

1 and Φϵ
2 (i.e. Φϵ = Φϵ

1 + Φϵ
2), where the operators Φϵ

1 and
Φϵ
2 are defined on D(r0) as follows:

(Φϵ
1ϑ)(t) =


−∂ℜ(t, s)

∂s
φ(0, µ)

∣∣∣
s=0

+ ℜ(t, 0)α2 − φ(t, ϑt), t ∈ [0, ℓ],

0, t ∈ (−∞, 0],

(3.7)

and

(Φϵ
2ϑ)(t) =
−∂ℜ(t, s)

∂s
µ(0)

∣∣∣
s=0

+ ℜ(t, 0)α2 +

∫ t

0
ℜ(t, s)ϱ

(
s, ϑ(s)

)
ds

+

∫ t

0
ℜ(t, s)Bυϵ(s, ϑ)ds+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s), t ∈ [0, ℓ],

µ(t), t ∈ (−∞, 0].

(3.8)

Next, we will demonstrate that Φϵ
1 is a contraction operator, while Φϵ

2 is completely
continuous.

To prove that Φϵ
1 is a contraction, let ϑ1, ϑ2 ∈ D(r0). Then, for each t ∈ [0, ℓ],

we have

E∥(Φϵ
1ϑ1)(t)− (Φϵ

1ϑ2)(t)∥2 ≤ E∥φ(t, ϑ1,t)− φ(t, ϑ2,t)∥2 ≤ L2E∥ϑ1,t − ϑ2,t∥2.
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Hence, Φϵ
1 is a contraction operator on D(r0).

Next, we prove that Φϵ
2 is completely continuous in several steps.

To establish the complete continuity of Φϵ
2, we will prove in several steps.

Step 1: We first prove that Φϵ
2 is continuous on D(r0).

Let {ϑm} ⊆ D(r0) with ϑm → ϑ as m→ ∞ in Z for some ϑ ∈ D(r0), i.e.,

E∥ϑm − ϑ∥2 ≤ sup
t∈(−∞,ℓ]

E∥ϑm(t)− ϑ(t)∥2 → 0, m→ ∞.

Then, for all s ∈ [0, ℓ],

E∥ϑms − ϑs∥2 ≤ sup
ν∈(−∞,0]

E∥ϑm(s+ ν)− ϑ(s+ ν)∥2

= sup
ν∈(−∞,0]

E∥ϑm(t)− ϑ(t)∥2

≤ E∥ϑm − ϑ∥2 → 0.

By the definition of Φϵ
2, we have

E∥(Φϵ
2ϑ

m)(t)− (Φϵ
2ϑ)(t)∥2 ≤ E

∥∥∥∥∫ t

0
ℜ(t, s)

[
ϱ
(
s, ϑm(s)

)
− ϱ

(
s, ϑ(s)

)]
ds

∥∥∥∥2
+E

∥∥∥∥∫ t

0
ℜ(t, s)B

[
υϵ(s, ϑm)− υϵ(s, ϑ)

]
ds

∥∥∥∥2
+E

∥∥∥∥∫ t

0
ℜ(t, s)

[
τ
(
s, ϑm(s)

)
− τ

(
s, ϑ(s)

)]
dw(s)

∥∥∥∥2 .
Therefore, by applying the Lebesgue dominated convergence theorem, we have

E∥(Φϵ
2ϑ

m)(t)− (Φϵ
2ϑ)(t)∥2 → 0, as m→ ∞,

implying that Φϵ
2 is continuous.

Step 2: Clearly, Φϵ
2(D(r0)) = {Φϵ

2ϑ : ϑ ∈ D(r0)} is bounded in Z.

Step 3: To prove that the family of functions {(Φϵ
2ϑ)(·) : ϑ ∈ D(r0)} ⊆ Z is

equicontinuous on the interval (−∞, ℓ], it suffices to demonstrate this on (0, ℓ].
Let ϑ ∈ D(r0), t1, t2 ∈ (0, ℓ] and λ > 0 be small enough such that 0 < λ < t1 <
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t2 < ℓ. Then

E∥(Φϵ
2ϑ)(t2)− (Φϵ

2ϑ)(t1)∥2

≤ E
∥∥∥∥−(

∂ℜ(t2, s)
∂s

− ∂ℜ(t1, s)
∂s

)
µ(0)

∣∣∣
s=0

∥∥∥∥2
+E

∥∥[ℜ(t2, 0)−ℜ(t1, 0)]α2
∥∥2

+E
∥∥∥∥∫ t2

0
ℜ(t2, s)ϱ

(
s, ϑ(s)

)
ds−

∫ t1

0
ℜ(t1, s)ϱ

(
s, ϑ(s)

)
ds

∥∥∥∥2
+E

∥∥∥∥∫ t2

0
ℜ(t2, s)Bυϵ(s, ϑ)ds−

∫ t1

0
ℜ(t1, s)Bυϵ(s, ϑ)ds

∥∥∥∥2
+E

∥∥∥∥∫ t2

0
ℜ(t2, s)τ

(
s, ϑ(s)

)
dw(s)−

∫ t1

0
ℜ(t1, s)τ

(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
≤ E

∥∥∥∥−(
∂ℜ(t2, s)

∂s
− ∂ℜ(t1, s)

∂s

)
µ(0)

∣∣∣
s=0

∥∥∥∥2
+E

∥∥[ℜ(t2, 0)−ℜ(t1, 0)]α2
∥∥2

+E
∥∥∥∥∫ t1−ϵ

0

[
ℜ(t2, s)−ℜ(t1, s)

]
ϱ
(
s, ϑ(s)

)
ds

∥∥∥∥2
+E

∥∥∥∥∫ t1

t1−ϵ

[
ℜ(t2, s)−ℜ(t1, s)

]
ϱ
(
s, ϑ(s)

)
ds

∥∥∥∥2
+E

∥∥∥∥∫ t2

t1

ℜ(t2, s)ϱ
(
s, ϑ(s)

)
ds

∥∥∥∥2
+E

∥∥∥∥∫ t1−ϵ

0

[
ℜ(t2, s)−ℜ(t1, s)

]
Bυϵ(s, ϑ)ds

∥∥∥∥2
+E

∥∥∥∥∫ t1

t1−ϵ

[
ℜ(t2, s)−ℜ(t1, s)

]
Bυϵ(s, ϑ)ds

∥∥∥∥2
+E

∥∥∥∥∫ t2

t1

ℜ(t2, s)Bυϵ(s, ϑ)ds
∥∥∥∥2

+E
∥∥∥∥∫ t1−ϵ

0

[
ℜ(t2, s)−ℜ(t1, s)

]
τ
(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
+E

∥∥∥∥∫ t1

t1−ϵ

[
ℜ(t2, s)−ℜ(t1, s)

]
τ
(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
+E

∥∥∥∥∫ t2

t1

ℜ(t2, s)τ
(
s, ϑ(s)

)
dw(s)

∥∥∥∥2 .
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Indeed, as t2 → t1 and ϵ > 0 sufficiently small, the right-hand side of the above
inequality converges to zero independently of ϑ ∈ D(r0). Hence, Φϵ

2 maps D(r0)

into an equicontinuous family of functions.
Step 4: Finally, we demonstrate that for fixed t ∈ (−∞, ℓ], the set V (t) =

{(Φϵ
2ϑ)(t) : ϑ ∈ D(r0)} is relatively compact.
Clearly, for t ∈ (−∞, 0], (Φϵ

2ϑ)(t) = µ(t) and V (t) = {µ(t)} which is
trivially relatively compact. Next, let t ∈ [0, ℓ] be fixed. We have

V (t) = −∂ℜ(t, s)
∂s

µ(0)
∣∣∣
s=0

+ ℜ(t, 0)α2 + V1(t),

where V1(t) is given by

V1(t) =

{
u(t) =

∫ t

0
ℜ(t, s)

[
ϱ
(
s, ϑ(s)

)
+Bυϵ(s, ϑ)

]
ds

+

∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s) : ϑ ∈ D(r0)

}
.

We only need to prove that V1(t) is relatively compact inH , since −∂ℜ(t,s)
∂s µ(0)

∣∣∣
s=0

+

ℜ(t, 0)α2 is a single point in H . For any u(t) ∈ V1(t), we have

E∥u(t)∥2 ≤ E
∥∥∥∥∫ t

0
ℜ(t, s)

[
ϱ
(
s, ϑ(s)

)
+Bυϵ(s, ϑ)

]
ds

∥∥∥∥2
+ E

∥∥∥∥∫ t

0
ℜ(t, s)τ

(
s, ϑ(s)

)
dw(s)

∥∥∥∥2
≤ M2

1 ℓ
[
g(r) +M2

BE∥υ∥2 + Tr(Q)h(r)
]
<∞,

which implies that V1(t) is bounded in H . Hence, V1(t) is relatively compact.
Therefore, for each t ∈ (−∞, ℓ], (Φϵ

2D(r0))(t) is relatively compact in H . Thus,
by Arzela–Ascoli theorem, Φϵ

2 is a compact operator.
These arguments lead us to conclude that Φϵ = Φϵ

1 + Φϵ
2 is a condensing map

on D(r0). By Krasnoselskii’s fixed point theorem, there exists a fixed point ϑ(·)
for Φϵ on D(r0), which is a mild solution for the system (1.1).

In the next theorem, we will prove the approximate controllability of the system
(1.1).
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Theorem 3.2. If all the assumptions of Theorem 3.1 hold, and the functions φ, ϱ
and τ are uniformly bounded. Then the system (1.1) is approximately controllable
on [0, ℓ].

Proof. Let ϑℓ ∈ H , ϵ ∈ (0, 1), and ϑϵ(·) be a fixed point of Φϵ in D(r0). Ac-
cording to Theorem 3.1, ϑϵ(·) is the mild solution of system (1.1) under the control
function provided by equation (3.1). Consequently, ϑϵ(·) satisfies the following:

ϑϵ(ℓ) = −∂ℜ(ℓ, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(t, 0)[α1 + α2]− φ(ℓ, ϑϵℓ)

+

∫ ℓ

0
ℜ(ℓ, s)ϱ

(
s, ϑϵ(s)

)
ds+

∫ ℓ

0
ℜ(ℓ, s)Bυϵ(s, ϑϵ)ds

+

∫ ℓ

0
ℜ(ℓ, s)τ

(
s, ϑϵ(s)

)
dw(s)

= −∂ℜ(ℓ, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+ ℜ(ℓ, 0)[α1 + α2]− φ(ℓ, ϑϵℓ)

+

∫ ℓ

0
ℜ(ℓ, s)ϱ

(
s, ϑϵ(s)

)
ds+

∫ ℓ

0
ℜ(ℓ, s)BB∗ℜ∗(ℓ, ℓ)V(ϵ,Γℓ

0)p(ϑ
ϵ)ds

+

∫ ℓ

0
ℜ(ℓ, s)τ

(
s, ϑϵ(s)

)
dw(s)

= Eϑℓ +
∫ ℓ

0
ϖ(s)dw(s)− ϵV(ϵ,Γℓ

0)p(ϑ
ϵ). (3.9)

The uniform boundedness of the functions ϱ and τ and the compactness of ℜ(t, s)
imply that there are subsequences of the terms

∫ ℓ
0 ℜ(ℓ, s)ϱ

(
s, ϑϵ(s)

)
ds, and

∫ ℓ
0 ℜ(ℓ, s)

τ
(
s, ϑϵ(s)

)
ds, denoted by themselves respectively, that converge to ϱ̂ and τ̂ , re-

spectively.

Let us take

χ = Eϑℓ +
∂ℜ(ℓ, s)[µ(0) + φ(0, µ)]

∂s

∣∣∣
s=0

+

∫ ℓ

0
ϖ(s)dw(s)−ℜ(ℓ, 0)

[
α1 + α2

]
− ϱ̂− τ̂ .



A note on approximate controllability for second-order· · · 85

Then, we have

E
∥∥p(ϑϵ)− χ

∥∥2 ≤ 2E
∥∥∥∥∫ ℓ

0
ℜ(ℓ, s)ϱ

(
s, ϑϵ(s)

)
ds− ϱ̂

∥∥∥∥2
+ 2E

∥∥∥∥∫ ℓ

0
ℜ(ℓ, s)τ

(
s, ϑϵ(s)

)
dw(s)− τ̂

∥∥∥∥2
→ 0 as ϵ→ 0.

By utilizing (3.9) and (3.10) along with assumption (H0), we obtain

E
∥∥∥∥ϑϵ(ℓ)− Eϑℓ −

∫ ℓ

0
ϖ(s)dw(s)

∥∥∥∥2
≤ 2E

∥∥ϵV(ϵ,Γℓ
0)(χ)

∥∥2 + 2E
∥∥ϵV(ϵ,Γℓ

0)
∥∥2E∥∥p(ϑϵ)− χ

∥∥2
→ 0 as ϵ→ 0.

This completes the proof.

4 Application

Consider the following second order stochastic wave equation:



∂2

∂t2

[
ϑ(t, y) +

∫ 0

−∞
α1(s)φ (t+ s, ϑ(t+ s, y)) ds

]
=

∂2

∂y2

[
ϑ(t, y) +

∫ 0

−∞
α1(s)φ (t+ s, ϑ(t+ s, y)) ds

]
+F(t)

[
ϑ(t, y) +

∫ 0

−∞
α1(s)φ (t+ s, ϑ(t+ s, y)) ds

]
+

∫ t

0
ℏ(t− s)

∂2

∂y2

[
ϑ(t, y) +

∫ 0

−∞
α1(p)φ (t+ p, ϑ(t+ p, y)) dp

]
ds

+Bυ(t, y) + ϱ
(
t, ϑ(t, y)

)
+ τ

(
t, ϑ(t, y)

)dw(t)
dt

, t ∈ [0, ℓ], y ∈ [0, π],

(4.1)

with the Dirichlet boundary conditions

ϑ(t, 0) = ϑ(t, π) = 0, t ∈ [0, ℓ],
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and the initial conditions

ϑ(t, y) = µ(t, y), t ∈ (−∞, 0], y ∈ [0, π],
∂

∂t
ϑ(0, y) = b1(y).

Here, F and ℏ are continuous functions mapping from [0, ℓ] to R, while α1 is
a continuous function defined on (−∞, 0] with values in R. The functions µ :
(−∞, 0]× [0, π] → R and ℏ : [0, π] → R satisfy appropriate conditions. Addition-
ally, w(t) represents a Wiener process defined on the probability space (Ω,Υ,P).

To represent the system (4.1) in the abstract form of (1.1), we choose the space
H = U = L2[0, π]. We define the operator A0 : D(A0) ⊆ H → H as A0z =
z′′, with the domain D(A0) = {z ∈ H : z, z′ are absolutely continuous , z′′ ∈
H, z(0) = z(π) = 0}. Here, A0 is the infinitesimal generator of a cosine family
C(t) associated with the sine function S(t) on H . Furthermore, A0 has a discrete
spectrum with the eigenvalues −n2, n ∈ N, with the corresponding eigenvectors
en(x) given by

en(x) =
1√
2π
einx, n ∈ N.

The set {en : n ∈ N} constitutes an orthonormal basis of H . Utilizing this notion,
the operator A0 can be represented as

A0z =
∑
n∈N

−n2⟨z, en⟩en, z ∈ D(A),

where the cosine function is defined as

C(t)z =
∑
n∈N

cos(nt)⟨z, en⟩en, t ∈ R,

and the sine function is given by

S(t)z =
∑
n∈N

sin(nt)

n
⟨z, en⟩en, t ∈ R.

From these representations, it is evident that ∥C(t)∥ ≤ 1, and S(t) is compact for
all t ∈ R.

Let us define A(t)z = A0z + F(t)z. Clearly, A(t) is a closed linear operator.

Consider ϑ(t)(y) = ϑ(t, y) for t ∈ [0, ℓ] and y ∈ [0, π]. We define the bounded
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linear operator B : U → H as Bυ(t)(y) = Bυ(t, y). Here, the functions φ :
[0, ℓ]× ℘→ H , ϱ : [0, ℓ]×H → H , and τ : [0, ℓ]×H → L2

0 are given by

φ(t, ϑt)(y) =

∫ 0

−∞
α1(s)φ (t+ s, ϑ(t+ s, y)) ds,

ϱ(t, ϑ(t))(y) = ϱ(t, ϑ(t, y)),

τ(t, ϑ(t))(y) = τ(t, ϑ(t, y)).

Additionally, we assume that these functions are chosen in a manner that they
satisfies the assumptions of the theorem. By defining ζ(t, s) = ℏ(t − s)A0 for
0 ≤ s ≤ t ≤ ℓ on D(A) and collecting these definitions, we can rewrite (4.1) in an
abstract form (1.1).

Since the conditions (B1)-(B3) from Section 2 are satisfied, it follows that there
exists a resolvent operator (ℜ(t, s))t≥s associated with the system (4.1). Further-
more, from (2.3), it can be deduced that the operator ℜ(t, s) is compact. Therefore,
all conditions of Theorem 3.2 are met. Consequently, utilizing Theorem 3.2, the
differential equation (4.1) is approximately controllable.

Conclusion:
This study focuses on establishing the existence, uniqueness, and controllability of
a second-order non-autonomous neutral stochastic differential equation. Our ap-
proach involves resolvent operator techniques along with stochastic analysis theory
to derive these results. Additionally, we employ the semigroup theory of bounded
linear operators, the Arzela-Ascoli theorem, and Krasnoselskii’s fixed point theo-
rem to support our analysis. Furthermore, we provide an example to demonstrate
the abstract findings.
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